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**Abstract**

The sentiment expressed in software engineering (SE) texts has been shown to affect both the productivity and the quality of collaborative work. This is one reason for why sentiment analysis on SE texts has gained attention in research in recent yerars. A large and open resource of SE texts is Stack Overflow (SO). SO is the largest question and answer (Q&A) web site in the Stack Exchange network, and has been the subject for several sentiment analysis studies. It has lately been established that sentiment analyzers trained on social media perform poorly on SE texts, which could challenge the credibility of some of these studies. The Senti4SD sentiment polarity classifier was developed and trained on SO documents to address some of these issues. In this study, random samples of SO documents are drawn and then classified with Senti4SD. The classification into positive, negative and neutral sentiment is used to model the sentiment probability distributions of different document types on SO as a whole, as well as for the eight most popular programming languages. The results indicate that the sentiment of a document is correlated to both the document type and the associated programming language. Among the three sentiment classes, neutral sentiment dominates throughout all SO documents. However, the reliability of the results are reduced by concerns regarding the accuracy of Senti4SD, vaguely specified pre-processing steps and possibly varying classifier bias in different subdomains. In conclusion, further research on sentiment classifiers for SE is needed before any detailed comparative studies of this kind can yield reliable results.

**Introduction**

Stack Overflow (SO) is the largest question and answer (Q&A) website in the Stack Exchange network, and deals solely with programming questions. A programmer who is unable to solve a problem can post a question, which can then be answered by other programmers. Questions and answers (collectively referred to as posts) can be commented, commonly to ask for clarification of a question or to point out errors in an answer [1], [2]. Answering a question is a collaborative effort of the community, as answers are posted, commented and subsequently edited to pin down the solution(s). It is common for authors of questions and answers to edit their posts after receiving feedback in comments, but expert users can circumvent this collaborative aspect and directly edit other users’ posts [3]. As of March 25th 2018, SO has more than 8.6 million users, 16 million asked questions and 24 million answers [4]. The large amount of information contained in the posts on SO makes it a valuable resource for beginning and professional programmers alike. Questions are marked with 1-5 tags specifying which fields they relate to [5]. For example, a question asking about linked lists in Python may be tagged with python and linked-list, making it easy to find questions on a per-field basis.

**Sentiment on SO**

Sentiment in the workplace has been shown to be an important factor for both productivity and quality in collaborative work [6], [7], [8]. Considering SO as a collaborative place of work, the sentiment expressed in posts and comments could affect the efficiency of the site. Previous research has shown that user interaction on SO is not conducted in an entirely neutral fashion, but rather contains notable amounts of both positive and negative sentiment [9], [10], [11]. There is also evidence to suggest that SO is sometimes perceived as a hostile environment, as indicated by several notable Stack Exchange posts [12], [13], [14], the 2014-15 overhaul of the Stack Exchange Be Nice policy [15] and a recent post on the official Stack Overflow blog [16].

**RQ1: Does sentiment expressed in SO documents depend on document type?**

Because of SO’s size, there are many sub-communities within the site, and sentiment distribution could differ among these. A natural categorization into sub-communities is by programming language. A study on GitHub commit messages found that sentiment differed among programming languages [17]. Another study conducted on SO posts showed that politeness (which is related to sentiment) was also dependent on programming language [18]. This leads to the second and final research question of this study:

**RQ2: Does sentiment expressed in SO documents depend on the associated programming language?**

In this study, we use the Senti4SD sentiment polarity classifier1 to classify a total of almost 800,000 randomly sampled questions, answers and comments from 2017, gathered from the Stack Exchange Data Dump [19]. The results are then used to produce estimations of the sentiment probability distributions of different document types for SO as a whole, as well as for the 8 most popular programming languages.

**Background**

**Natural Language Processing**

Natural Language Processing (NLP) is the extraction of meaning from human language by way of computation [20]. In the domain of spoken language, NLP comes in the form of automatic speech recognition (ASR) [21]. Commercial applications have already come a long way in this field [22]. However, it is still an active field of research, especially in terms of developing neural network-based solutions [23, pp. 1–9]. NLP as been a field of research for written language since the 1950’s [22]. Possible applications are many, including text-to-speech, automatic translation and information retrieval. NLP has historically been approached in one of two ways: with our without statistics (including machine learning) [20]. Because of hardware limitations, early approaches primarily consisted of hand-crafted, rule-based solutions. However, the complexity of natural languages heavily challenged pure rule-based systems [22]. Statistical methods were later adopted to improve the performance of NLP for written language, and in this, the ASR community was the driving force [24]. One interesting subfield of NLP for written language, which is also the main focus of this report, is sentiment analysis of written text.

**Sentiment Analysis**

The increased popularity of machine learning methods and the large datasets provided by the World Wide Web in the 21st century have led to a boost in research related to sentiment analysis. Sentiment analysis, or opinion mining, is the study of opinion using computational methods [25]. More formally, it can be defined as the discovery of sentiment expressed by an opinion holder towards some aspect of an entity in an opinionated document [26], [27]. Document-level sentiment classification treats a multisentence document as a single entity, while sentence-level sentiment classification classifies sentiment on a per-sentence basis [25]. Sentiment can be classified based on its polarity (positive, negative or neutral), quantized according to some given scale or categorized into different emotions such as anger and joy [26], [28]. There are many possible application areas for sentiment analysis, including product review understanding, recommendation systems and question answering services [25]. Sentiment analysis methods can be broadly divided into two categories: the machine learning approach and the lexical-based approach [28]. The machine learning approach can be further divided into supervised and unsupervised methods, with the former requiring labeled training data guiding the classification, and the latter discovering groups of similar data without the provision of ground-truth [29]. The challenges of supervised learning methods include acquiring labeled data, feature engineering and selection of classification algorithms [30], [31]. Some of the widely considered features include presence of words, word frequencies, part of speech tagging, opinion words and phrases, negations and n-grams [25], [27], [31]. For classification algorithms, support vector machines and naïve Bayes classifiers have been shown to be effective in single domain document sentiment classification [31], [32]. Despite the ability of supervised methods to adapt to the domain of the training data, these methods suffer a few shortcomings. Firstly, apart from product reviews with user-provided rating, gathering labeled training data may be costly [33]. Secondly, multiple studies have shown that classifiers trained in one domain perform poorly when applied to other domains [25, p. 40], [32, p. 2], [27], [34], [35]. When the amount of labeled training data is insufficient, unsupervised methods can be used to cluster documents based on a selected feature set [36]. Lexical-based methods use a pre-defined list of words and n-grams tagged with associated sentiment and classify documents based on the frequency or presence of sentiment words [28]. Examples of lexical-based methods include Linguistic Inquiry and Word Count (LIWC) [37], Emolex [38] and VADER [39]. Manual labeling, dictionary-based approaches and corpus-based machine learning approaches have all been used for the development of opinion lexicons. Dictionary-based approaches build a set of opinion words by finding the transitive closure of synonyms and antonyms of some initial set of words. This is commonly performed using an online lexical database, such as WordNet. Corpus-based approaches also grow a set of words from some initial set, but use a domain specific corpora and a set of linguistic constraints instead of a lexical database. As a result, the latter is better at capturing domain specific information [27]. It is worth noting that lexical-based and machine learning methods can be combined, as exemplified by Melville et al. [40]. Several sentiment analyzers using machine learning methods also incorporate lexical dictionaries. Examples of such analyzers include SentiStrength [32], [41], Stanford recursive deep model [42] and SentiWordNet [43], [44].

**Data**

**Data Collection**

Stack Exchange provides a data dump of all user contributed content, which is updated every quarter. The data dump for each website is separated into multiple zipped XML files based on the content, with each XML file representing a database table [19]. In this study, only the XML files for posts and comments were used. Table 3 lists the requirements by which data was gathered from the dump.

**Data Description**

**Questions.csv** contains the title, body, creation date, score, and owner ID for each Python question.

|  |  |
| --- | --- |
| Column Name | Description |
| Id | Unique identifier for the post. |
| Owner User Id | Only answers contain this attribute. Indicates the Id of the associated question. |
| Creation Date | Creation date of the post. |
| Score | How many upvotes are received |
| Title | The title of a question. Only questions contain this attribute. |
| Body | Content of the post. |

**Preprocessing**

Before being classified by Senti4SD, documents need to be sanitized and formatted. Text that may interfere with the classification, such as code snippets and urls, should be removed, and each document must be contained on a single line.

**General Preprocessing**

The following general preprocessing algorithm was performed on all documents.

1. Remove the bodies of all <pre>, <code> and <blockquote> tags.

2. Extract all text (excluding any HTML tags).

3. Replace every sequence of consecutive whitespace (such as spaces, tabs and line feeds) with a single space character each.

4. Remove all http and https urls.

5. Strip leading and trailing whitespace.

**Conclusions**

The results show substantial differences between the sentiment distributions of different Question types, implying a strong correlation between Question type and sentiment. However, definitive conclusions about such correlations cannot be drawn due to uncertainties in tooling errors. What can be said with some degree of certainty is that all questions are predominantly neutral. As for the programming language analysis, the results indicate that there is a correlation between programming language and sentiment. Drawing conclusions from this would however be inadvisable because of the large standard deviations of the samples and the potential subdomain specific bias of the classifier. What can be said is that there appears to be a correlation, but further research is needed for any concrete conclusions to be drawn. Above all, this study has shown that sentiment analysis of technical texts is still in its early stages. Numerous issues remain, including analyzer bias, varying preprocessing methods and possible variations of accuracy and bias between subdomains. It is possible that sentiment analysis classifiers for SE are not yet mature enough for this kind of detailed comparative study.
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